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Abstract 
 
This research proposed the performance comparison of Thai monosyllabic segmentation 
approach, and Thai word segmentation approach. Matching techniques were used in two main 
types of experimental: non-dictionary and with dictionary.  The first part of non-dictionary 
method was separated in two approaches: rule base and pattern matching for monosyllabic word. 
The second part was used a word list in dictionary with a simple algorithm. Both parts of them 
were employed two techniques of “Regular Expression” and “Hash map” techniques. All of 
experiments were compared together and then also compared with other techniques. Various 
corpuses were used in our experiment as testing data about 10Kb per file and a huge corpus file 
44Mb approximately. The result of Thai monosyllabic, using non-dictionary came out correctly 
83% of F-measure and 92% accuracy of monosyllabic word dictionary, and for Thai word 
segmentation with a word dictionary base was perfectly 90% at high speed process.  
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Introduction 
 
At the present, computers have been used for helping people in the human language translation, 
especially in the internet. About Thai language, each word does not have explicit word 
delimiters. Sentences are written entirely without separator. Most of applications such as 
automatic translation, automatic speech synthesis, and spelling checks are involved to word 
segmentation. The approaches of word splitting have been developed in the context of text editors, 
trying to read and recognize syllables, then write letter by letter, and line by line. There were 
limited to the main memory of a machine and the ability of a language compiler. Some 
applications of word segmentation in the past were not suitable to use at present. Moreover, 
some systems worked slowly with a huge document file, and difficult to implement. And also 
ambiguous words were not solved clearly. For example, «หลวงตามหาบวั : Luangta/Mahaboa », 
can see in two meanings, if we have word segmentation as the following: 

 “หลวงตา/มหาบัว: Luangta/Mahaboa”  is the name of monk.(proper noun) 
 “หลวง/ตาม/หา/บวั:Luang/Tam/Ha/Bua” is meaned “Mr.Luang is looking for Ms.Bua”. 

Thus, as we have just seen, "หลวงตามหาบัว" may be a proper noun or a simple sentence 
or other meanings depending on the cut. 
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Related Studies and Theories 
 

There are many related researches and a lot of models that they were developed for solving the 
Thai word segmentation. Some applications in previous works were used various techniques 
such as Shortest-word pattern-matching, Longest-word pattern-matching, Word-usage-
frequency, Backtracking, Maximal-matching, Ambiguity dictionary [1][2][4][5][6][7][8][10]. 
In 2003 [3], Thai text analysis system was researched with  INTEX© program for word 
segmentation by “Regular expressions” and finite state machine (FSM) to solve the problem of 
cutting Thai words by starting from characters and phrases with a dictionary. Furthermore, in 
2011 [9],a researcher used a technique of the Thai-Writing Structure Matching, and creating Thai 
writing structure for word segmentation with the Royal Institute Dictionary. 
 

Research Methodology 
 
Most of previous methods of word segmentation have used several techniques and several types 
of programming. Some researchers use commercial products, others use a huge programming. 
Some methods use utilities to build a knowledge base system with external memory using 
dictionary. All of our literatures, we can customize and develop a system for our project using 
Java with appropriate methods to create software. Regarding the segmentation method, we have 
done not only need to adapt other previous programs, but we also created our own work. In 
addition, we used our experimental models that focus on parsing and learning real data to create 
software. Research method for the project emphasized on the development form a simple algorithm with 
a normal technique of “Regular Expression” and “Hash map” techniques. After that we 
concentrated on comparison of the existing systems. 
 
In this experimental, we tried to work with two main types of experiments: non-dictionary for 
monosyllabic word segmentation and otherwise to work with a dictionary base for word 
segmentation.  

Non-dictionary for monosyllabic word segmentation methods : 
 Monosyllabic word segmentation approaches done through analysis each character 

with 85 rules. The process chart of system no.1 is shown on figure 3.1. 
 Otherwise approach by creating word forms and using a technique of syllable 

structure matching with 200 patterns. The process chart of system no.2 is also 
shown in the same figure 3.1. 
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Figure 3.1 Process of Monosyllabic word segmentation 
Dictionary base for word segmentation methods : 

This part, we used the Royal Institute Dictionary (in 1999) 37,052 words  and 
35,520 words from LeXiTron v.2.6 dictionary excluding abbreviations and  
repetitive words,  names of person and place, etc... Thus, total remain available   
words for this experiment were 52,605 words. 

 Word segmentation approaches done with “Regular Expression” with a longest 
word technique and some ambiguous words problem solving. The process chart is 
shown in figure 3.2. 

 Word segmentation approach works with a “Hash map” simple algorithm, 
including the same problems solving as above. The process chart is used in the 
same figure 3.2. 

 

               

 

 

 
 

  
 
 
 

Figure 3.2 Process of word segmentation  with dictionary base 
 
Research Outcome 
 
From the process in figure 3.1, we have got the successful result as the following. 

An example below of system no.1.  
Before Process :  |ก|ร|ะ|บ|อ|ก|   (Start from Rule 1) 
After Process :  |กระ|บอก|   
 
Another complex phrase example:  
 
“มนุษยเ์ราไถนาโดยมุง่หวงัทีจ่ะมกีารเก็บเกีย่วในฤดเูก็บเกีย่วทีจ่ะมาถงึ” 

 [Sumran KUMYING, 1992, P.190] 
Before Process : 

       |ม|น|◌|ุษ|ย|◌|์เ|ร|า|ไ|ถ|น|า|โ|ด|ย|ม|◌|ุ◌|่ง|ห|ว|◌|ัง|ท|◌|ี◌|่จ|ะ|เ|ก|◌|็บ|เ|  
        ก|◌|ี◌ย่|ว|ใ|น|ฤ|ด|◌|ูเ|ก|◌|็บ|เ|ก|◌|ี◌|่ย|ว|ท|◌|ี◌|่จ|ะ|ม|า|ถ|◌|ึง| 
 
        After Process :  
       |มนุษย|์เรา|ไถ|นา|โดย|มุง่|หวงั|ที|่จะ|เก็บ|เกีย่ว|ใน|ฤด|ูเก็บ|เกีย่ว|ที|่จะ|มา|ถงึ| 

Note : For system no.2 retrieved the same result as above 
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List of example phrases through the process in figure 3.2 are illustrated as below. 
 

Before ambiguous word problem solving After ambiguous word problem solving 
|โคน|มน|อน|บน|หญา้|    
|ฉัน|จงู|โคลง|เรอื|จน|เรอื|โคลง|ไปมา|  
|ไป|หาม|เหส|ี      
|เรา|กนิ|จน|สมอ|ยาก|เลย|    
|ด|ูนัน้|ส|ิตาก|อด|หลาน|ด|ูน่ารัก|จัง|เลย|  
|เรา|มา|รอก|ราบ|หลวงตา|มหา|บัว|   
|ฉัน|เข็น|แพลง|น้ํา|จน|ขา|แพลง|   
|คณะกรรมการ|ยก|รา่ง|หนังสอื|วาง|ไวห้นา้|หอ้ง|  
|น่ัง|ตากลม|สบาย|ด ี   

|โค|นม|นอน|บน|หญา้| 
|ฉัน|จงู|โค|ลง|เรอื|จน|เรอื|โคลง|ไปมา| 
|ไป|หา|มเหส|ี  
|เรา|กนิ|จน|สม|อยาก|เลย| 
|ด|ูนัน้|ส|ิตา|กอด|หลาน|ด|ูน่ารัก|จัง|เลย| 
|เรา|มา|รอ|กราบ|หลวงตา|มหา|บัว|  
|ฉัน|เข็น|แพ|ลง|น้ํา|จน|ขา|แพลง| 
|คณะกรรมการ|ยก|รา่ง|หนังสอื|วาง|ไว|้หนา้|หอ้ง| 
|น่ัง|ตาก|ลม|สบาย|ด|ี  

 
Note: underlined words are ambiguous words. 
 

Our technique to treatment this problem is to eliminate some errors and give the correct direction 
of symbol “|”. The results are shown in the right of table. 

 
The evaluation of our systems can be separated in two part of segmentation: segmentation of 
syllables and words or phrases. We were also to compare our results with competing methods. In 
this experiment, we used sample corpus data about 10 Kb belonging to 10 different areas (Agriculture and 
Environment, economy, Medicine and Health, Law, Political, Sport, Engineering and Technology, 
Computer and internet, Travel, Society and Culture). All of sample data are encoded in Unicode, UTF-8, 
and/or ANSI on a computer 1.4 GHz processor and 1.5 MB main memory which is used to test our 
treatments. In the table as below, System no.1-7 are our applications and techniques for this research. 

 
Table 4.1 Summary of applications and each technique 

 
 

 
  
 

 
 
 
 
  
 

 
Performance and correctness measure 
The evaluation technique is currently the most uses commonly. It was proposed by the 
"Grammar Evaluation Interest Group" (Harrison in 1991) and is often called "PARSEVAL." The 
formula for the evaluation is: 

Precision (P)   =  
୬୳୫ୠୣ୰	୭୤	ୡ୭୰୰ୣୡ୲	୮୰୭୴୧ୢୣୢ	ୟ୬ୱ୵ୣ୰ୱ

୬୳୫ୠୣ୰	୭୤	୰ୣୱ୮୭୬ୱୣୱ
 

Recall   (R)    = 
୬୳୫ୠୣ୰	୭୤	ୡ୭୰୰ୣୡ୲	୮୰୭୴୧ୢୣୢ	ୟ୬ୱ୵ୣ୰ୱ		

୬୳୫ୠୣ୰	୭୤	ୣ୶୮ୣୡ୲ୣୢ	୰ୣୱ୮୭୬ୱୣୱ	
 

F-Mesure (F)     = 2PR/(P+R) 
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The final result of  comparison performance is revealed in the table as below. 
 
Table 4.2 the result of our experiment in average values from 10 corpus tests. 

 

 
 
         Moreover, we conducted a test with a large file corpus 44 Mb (from NECTEC,  
         BEST 2009), the result is presented as the following table.  
 
Table 4.3 the result of a large corpus (44 Mb) 
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Conclusion 
 

The result of our research by “Hash map” technique was revealed an average successful at 90% 
with an accepted processing time. Otherwise, tries technique (LexTo) was shown nearly result at 
87% accuracy with a highest speed. The Longest word/Bi-gram techniques (SWAT) got a 
successful result over 70% with a good speed, while the N-gram approach (ThaiCU) gave the 
best result over 90% correctly for monosyllabic word segmentation but the processing time 
slowly. 
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